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An experimental and theoretical investigation has been carried out to determine 
the effect of thermal radiation on a natural convection boundary layer formed 
adjacent to a vertical flat surface with uniform heat flux input. In the experiment, 
the gases air, argon and ammonia were used as the fluid medium, thus permitting 
the observation of radiation effects in non-abosrbing and absorbing media. 
Experimental results were obtained for three different wall emittances at  ambient 
pressures ranging from 2 to 8 atmospheres in air and argon and from 2 to 7 atmo- 
spheres in ammonia. An interferometer was used t o  measure the temperature 
distributions in the boundary layer and to evaluate the conductive (convective) 
heat flux from the surface into the fluid medium. The experimental temperature 
distributions and heat-transfer results obtained in ammonia gas are compared 
to the predictions of a perturbation analysis developed by the present writers. 
General agreement between theory and experiment is found. The presence of 
a radiating gas is seen to increase the convective heat transfer by as much as 
40 yo for the conditions of the present experiments. The results further indicate 
that the temperature distributions and wall-temperature gradients are strongly 
affected by both variations in the surface emittance and variations in gaseous 
emission and absorption. For non-absorbing gases, the experimental results are 
found to be in general agreement with existing theory. It is also shown that the 
experimental temperature distributions agree very well with theoretical pre- 
dictions obtained by treating the convection and radiation processes as in- 
dependent and superimposed. 

1. Introduction 
This paper concerns the transfer of heat by natural convection, diffusion and 

radiation, at moderate temperatures, where the fluid itself may actively par- 
ticipate in the radiation transfer. Even at  moderate temperatures and densities, 
radiation effects may be important for gases such as water vapour, ammonia 
and carbon dioxide. This study was undertaken to gain some general under- 
standing of the effect of radiation interaction on temperature distribution and 
heat transfer in a natural convection flow, through an analytically guided inter- 
pretation of accurate experimental results. 

Specifically, we shall consider laminar natural convection flow adjacent to a 

t Present address: River and Harbour Laboratory at the Technical University of 
Norway, Trondhjem. 
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vertical flat surface in both absorbing and non-absorbing gases. We shall be 
concerned with the low level of temperature characteristic of environmental 
processes. The use of ammonia at elevated pressures simulates, on a laboratory 
scale, the spatially more extensive and lower concentration level processes of 
usual interest. 

Experimental heat-transfer results and temperature distributions are obtained 
by interferometry. For the non-absorbing gases, air and argon, the experimental 
findings are compared with the theoretical predictions set forth by Cess (1964b). 
The radiation effect in this circumstance is entirely in the modification of surface- 
boundary conditions. Experimental temperature and heat-transfer data are also 
obtained with an absorbing gas (NH,) at  pressures from 2-7 atm. These results 
are compared to our own analysis of the boundary-layer equations; the radiation 
interaction is incorporated by a perturbation method. The fist term in the 
expansion represents the solution without radiation, higher terms correcting for 
radiation effects. The solution is obtained by dividing the flow field into an 
inner and outer region. Energy transport in the inner region includes convection, 
diffusion and radiation, whereas the outer region transport mechanisms are 
principally radiation and convection. The regions are joined by matching. The 
technique of analysis is therefore similar to the one employed by Cess (1964a) 
in forced flow, although the mechanisms of buoyancy induced flow and transport 
are quite different. All experimental measurements were at  a fixed location along 
the various test surfaces and changes in the different parameters characterizing 
the transport processes were obtained by changing the ambient pressure level 
in the range of 2 to a maximum of 8 atmospheres. Also, t h e e  different surface 
conditions were used so that the effect of varying surface emittance (using the 
values 0.2, 0-5, 0.8) may be observed. 

The general problem of radiation interaction with other modes of heat transfer 
has received extensive analytical study, principally as a result of particular 
needs in technology. However, because of the analytical complexity of transport 
processes involving radiation transfer, simplifying approximations very often 
are made. Few experimental verifications of the analytical predictions are avail- 
able however. Tien (1968) presented a review of the different analytical approxi- 
mations and models commonly used to  describe radiation characteristics of gases. 
The review also gave a detailed summary of measured and calculated values 
of radiation emission and absorption properties for a number of different gases. 

Gille & Goody (1964) studied the effect of infra-red gas emission and absorption 
on the onset of thermal instability in a stationary horizontal gas layer heated 
from below. A non-grey analysis was used and the accompanying experimental 
data are in general agreement with the theoretical results, Their investigation 
also employed the gases air and ammonia. As in our investigation, temperature 
data were obtained by interferometry. The authors found that the critical 
Rayleigh number for thermal instability may be much higher in ammonia than 
in air. 

Radiation interaction with a forced flow has been extensively studied. Viskanta 
(1966) presented a review of investigations of radiation interaction with con- 
vective transport processes. His review article reported a total absence of ex- 
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perimental studies of infra-red radiation interaction with laminar forced flow. 
To the knowledge of the present writers this is still true. 

Cess (1964b) presented the first investigation of radiation interaction with a 
natural convection flow. He considered the particular circumstance of natural 
convection flow of a non-absorbing gas along a vertical flat surface. In  this 
circumstance one considers the effect of the surface radiative flux upon the 
surface and boundary-layer temperature distribution and upon the convective 
heat-transfer rates. 

England & Emery (1969) have presented the only experimental investigation 
of thermal radiation effects on the laminar natural convection boundary layer 
in an absorbing and emitting gas. They studied the flow adjacent t o  a heated 
vertical flat plate. A finite-difference technique was used to analyse the equations, 
and numerical solutions and experimental results for air and carbon dioxide 
were presented. Their experimental technique, however, leaves doubt about 
the accuracy of the measured results. No heat-transfer data is given for the 
absorbing gas and the heat-transfer data for air show wide scatter. They found 
that the effect of gaseous radiation was small for the conditions of their 
study. 

The problem of radiation interaction in a natural convection flow along a 
vertical flat plate at  constant temperature has been considered analytically in 
two publications. Cess (1966) used a singular perturbation approach to the 
problem, in principle similar to his ( 1 9 6 4 ~ )  publication related to the equivalent 
forced-flow case. The gas was assumed grey and the flow generating surface was 
assumed black. Arpaci (1968) used an integral analysis technique for the same 
problem, and considered both the optically thick and the optically thin limit. 
Results for surface emissivities different from one was only given for the optically 
thick boundary layer. 

The constant heat-flux wall condition and the effect of varying surface emit- 
tance studied in the present experiment, however, makes the above results 
inapplicable for comparison with our results. 

2. Analysis 
The physical model and co-ordinate system are illustrated in figure 1. The 

conservation equations for mass, momentum and energy are well known and 
will not be developed here. The presence of radiation will not alter the equations 
for mass and momentum conservation; the effect appears as an additional term 
in the energy equation. It is conceivable that the radiation could cause an 
extremely thick boundary layer (particularly the outer radiation layer) which 
would invalidate the boundary-layer approximations. In the present analysis, 
however, the boundary-layer approximations have been employed. Our ex- 
perimental observations indicate that this regime does, in fact, apply for the 
conditions relevant to this study. The usual Boussinesq approximations, along 
with other permissible ones (see Gebhart 1971), have also been employed. Since 
the accompanying experimental study was to be at a moderate temperature 
level with small differences, uniform transport properties may be assumed. The 
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steady-state mass, momentum and energy conservation equations then take the 
form : 

au av z+ay = 0, (1) 

U--+V-- ax ay = v-++/3At, ay2 ( 2 )  
au au a2u 

a2 t  a 
(31 

In these equations x and y are the longitudinal and normal co-ordinates, u and v 
refer to the longitudinal and normal velocity components and t is the local 
temperature of the fluid medium. The normal component of the net radiation 

q\o* n 

FIGURE 1. Definition of physical model and co-ordinate system. 

flux is qru, p is the fluid density, v is the kinematic viscosity, Ic is the thermal 
conductivity, cp is the specific heat, /3 is the coefficient of thermal volumetric 
expansion and g is the local gravitational acceleration. In  addition to the above 
approximations, it has been assumed that the divergence of the radiation flux 
in the longitudinal direction can be neglected compared with that in the normal 
direction. According to Cess (1964a) this is justified if ~ i , / ( l 6 a T ~ / 3 ~ p c ~ )  9 1 
[typically O( 102-103) for the present experiment], where U, is the characteristic 
convection velocity in the boundary layer, B is Planck’s constant, To is the 
absolute temperature of the ambient fluid and K is a radiation absorption constant 
of the fluid medium. This condition is obtained by comparing the longitudinal 
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convection term with the longitudinal divergence of the radiation flux, using 
the Rosseland approximation for radiation flux. This assumption of one- 
dimensionality becomes inaccurate for gases having intermediate and large 
values of the radiation absorption length. 

In  addition to the assumptions already made the gas will be assumed to be 
grey and non-scattering. The boundary layer is assumed optically thin and the 
surface generating tJhe natural convection flow is assumed to be a diffuse emitter 
and reflector. The radiation term in the energy equation will be treated as a 
perturbation of the natural convection flow without radiation interaction. As 
will be shown later, the experimental temperature differences are small, thus 
permitting linearization of the radiation term. 

2.1. Development of perturbation parameters 

Each term of (3) may be written in terms of characteristic quantities a8 follows: 

Convection term = pcp U,At,/x, 

Diffusion term = kAt,/62, 
Radiation term = 2 d ' i A t , ~ ~ .  

The characteristic boundary-layer thickness is 6 = x / (  Say*)' = x/G*, where 
Gr* = qwx4g/3/kv2 and qw refers to the wall heat flux. One should note that the 
G* defined above differs by a fraction of from the usual definition of C* (Gebhart 
1971). Comparing the terms (3a)  and (3c) one obtains the perturbation parameter 
for radiation absorption 

where the estimate of the convection velocity U, is that which applies for moderate 
Prandtl numbers for a uniform heat flux vertical surface in the absence of 
radiation (Sparrow & Gregg 1956). The radiation term is estimated from the 
usual expression for the optically thin limit of the divergence of the one- 
dimensional radiation flux as follows: 

a(q,,)/ay = - %K~[ (T$-  Tt)  - 2(T4 - T;)] 5 Sd"~KpAt,, 

where At, is the characteristic temperature of the flow field, K~ is the Planck mean 
absorption coefficient, and T and T, are the absolute temperatures in the 
boundary layer and a t  the surface. 

Of particular interest here, because of the experiment to which the results 
are t o  be compared, is a vertical flat surface with a uniform net heat-flux surface 
condition. Including surface emission modifies the boundary condition and makes 
the resulting flow circumstance non-similar. 

At y = 0 one has for the temperature gradient: 

where 7 = y/6. The radiation flux may be estimated as 

qrv = ~ g (  T& - T $ )  = 413~Ti At,. 
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By comparing the conduction and radiation terms in the above expression the 
following additional perturbation parameter arises : 

where 8 is the emittance of the heated surface. The expression for Atc = q,x/kG* 
is the characteristic temperature for the natural convection boundary-layer flow, 
subject to a uniform heat flux boundary condition, as presented by Sparrow & 
Gregg (1 956). 

It should be noted that there is, from (4) and ( 5 ) ,  a simple relationship between 
the two parameters, namely 

where Pr is the Prandtl number of the fluid medium. 

6 = (5Pr &/2Kp 6) 5, (6) 

2.2. Delineation of transport regions 

As stated earlier, the radiation interaction phenomenon under investigation will 
be regarded as a small perturbation of the primary transport processes. The f i s t  
term in the series expansion of the solution will then represent natural convection 
flow without any radiation effect. The solution is given as generalized functions 
in terms of a similarity variable 7 = y / 6 ,  which is of O(1) within the boundary 
layer. In accordance with the grey-gas formulation we define a non-dimensional 
distance variable 7 for the radiation phenomenon as 

Hence one can write 7/ = 7 / K p 8 .  

Now, for the optically thin boundary layer ‘ ~ ~ 6  < 1, which for 7 = O(1) implies 
7 + 0 in this domain. Conversely, for 7 = O(1) and ~~6 < 1 , ~  -+ 00. The solution 
is thus divided into two domains. The inner region is characterized by 7 = O(1) 
and T + 0 and the outer one by 7 = O(1) and 7 -+ 00. The two regions will sub- 
sequently be coupled in their asymptotic forms. 

2.3. Outer-region solution 

The flow in the outer region is also regarded as a perturbed flow, where the first 
term represents the asymptotic form of a non-absorbing convection flow (zero 
subscript) and following terms correct for the presence of radiation. Primed 
variables below represent the perturbation quantities. The postulated nature of 
the outer flow mechanism is further discussed and justified in 3 2.5. Thus 

u = uo+u’, v = v O + d ,  t = to+t‘. 
In  the outer region 

uo = 0, vo = -4fo(co) @/a) N U,(&/x), t = to. 

The expression for vo is taken from the boundary-layer similarity solution, where 
v = - ( Y / x )  G*[(4f0 - qf;)] and fo is the generalized stream function (see Sparrow & 
Gregg 1956). For 7 -+ co one has vo = - ( v / x )  G*. 4f0(00). Substitution of (8) into 
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(l), ( 2 )  and (3) retaining only linear terms of the outer perturbation quantities 
then yields the following set of equations: 

Since the ratio between the diffusion and convection terms in the above equations 
is O ( K ~ S ) ,  the temperature and velocity functions of the outer field are expressed 

(12) 
as 

and S = U ’ / q  = S c o ) + S c 1 ) ( K p s ) + S ( 2 ) ( K p ~ ) 2 +  ..., (13) 

h = t’/Atc = h ( 0 ) + h ( 1 ) ( ~ p ~ ) + h ( 2 ) ( ~ I , S ) 2 +  ... 

where the temperature and velocity functions have been normalized with the 
characteristic variables of the inner field. Substituting the above expressions 
for h and s into (10) and (11) respectively and ordering the terms in powers of 
K~ 6, the fist approximation to the equations for the outer field becomes 

(14) 

where (7 )  has been used to generalize the independent variable y. One notes that 
the first approximation to the outer temperature distribution is independent of 
the outer velocity field. 

An expression for the radiation flux is needed to solve these equations. The 
one-dimensional radiation flux from a wall into an infinite radiating medium 
is expressed as 

where the exponential integral function E,(x) = e-x‘ppn-2d,u. The first two 

terms in (16) refer to the emitted and reflected radiation from the wall, whereas 
the difference between the two following integrals represents the net radiative 
flux emitted by the gas volume at absolute temperature T at any location T .  

There is no direct way to evaluate (16) since the temperature appearing in the 
integrals is not known. However, if one expresses the outer-region temperature, 
as T = (To + t ’ )  and T4 M Ti( 1 + 4t’/T0) it may be shown that t o  O(c) one may use 
T = To in the integrals of (16). It follows that perturbations of the gaseous 

1: 
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emission in the outer field is being ignored. The radiation flux in the outer region 
r = O(1) may then be expressed as 

and 

Consistent with the above neglection of temperature gradients in the outer 
domain, qrU vanishes for r B 1. 

Substituting these results into (15) and applying the boundary condition 
h(co) = 0 one obtains 

where = ( t ,  - to)/Atc] is the non-dimensional temperature distribution, 
evaluated at the wall, for the flow in the absence of radiation. 

Because it is quite conceivable that the diffusion term in (1 1) might contribute 
terms of O(E,c)  it  is necessary to substitute (12) back into (ll),  and with the 
aid of (19) inve~tigate the higher order terms, i.e. h@). It is found that an addi- 
tional term must be added to the solution (19). The outer temperature distribu- 
tion thus becomes 

This solution is t o  be matched to the inner solution a t  7 -+ co, i.e. r --f 0. 

expressed as 
Making use of the above result in (14), the outer velocity distribution may be 

subject t o  the boundary condition s(m) = 0. The solution is 

As with the temperature solution, the result for the velocity is substituted back 
into (10) to  investigate the higher order terms introduced by the diffusion term. 
It is found that the diffusion term adds three terms to (22 ) .  The total result then 

Equations (20) and (23) must now be expanded for small values r and then 
expressed in terms of the inner variable so that the inner and the outer solutions 
may be joined. For the exponential integral functions one has 
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Applying (24) and (6) plus the relationship T = ~ K ~ S  to (20) and (23), the outer 
solutions take the form 

and 

These relations provide the remote boundary conditions for the inner temperature 
and velocity functions respectively. 

It is noted from (26) that the temperature rise in the outer field induces a 
velocity of 0 ( < / 3 ~ ~ 6 ) .  The appearance of this parameter is a consequence of the 
linearization of the equations for the outer region. The parameter is not a func- 
tion of x and will be referred to as y, i.e. 

y = [ / 3 K p 8 .  (27) 

The outer flow thus introduces to the problem an additional perturbation para- 
meter which must be taken into account in the subsequent expansions for the 
inner field. 

This analysis was undertaken to obtain a qualitative understanding of the 
radiation interaction phenomenon. The number of parameters which arise, even 
for this simplified treatment, clearly indicates the complexity of the problem. 
It is interesting to note that the outer radiation driven flow has a characteristic 
longitudinal velocity of order y and a characteristic temperature of order g, 
a condition which is very different from that encountered in forced-flow boundary 
layers with radiation effects. 

2.4. Inner-region solution 

The conservation equations for the inner region are (1)-(3). The velocity is 
expressed in terms of a stream function and the temperature is generalized as 
shown below. 

where 7 = y/6 is the similarity variable. For the detailed development of these 
expressions see Sparrow & Gregg (1956). In order to include the effect of radia- 
tion interaction, the functionsf(?, 2) and $(?, x) are expanded in a perturbation 
series : 

However, before presenting the governing equations for the inner-region stream 
functions and temperature distributions we shall develop an expression for the 

F L M  52 5 
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divergence of the radiation flux in this domain. The general expression for a 
grey non-scattering gas is 

crT4E1( IT  - t 1 )  dt - k T 4 .  
(30)  

For the optically thin boundary layer and in order to be compatible with the 
previous outer region approximations, the integrals may be evaluated as follows: 

( 3 1 )  

( 32) 

0 maT4E,(t) dt = /omcT$E,(t) + O ( K ~ ~ )  

[omvT4E1( I T - t 1 ) dt = Som crT{E,(t) dt + O ( K ~  6). and 

These integrals are accurate to O ( K ~  8) and this order of approximation becomes 
consistent with the rest of the analysis when ( 3 1 )  and ( 3 2 )  are substituted into 
the energy equation. The final expression for the divergence of the radiation 
flux then reads 

- aq,,/at = Bev(T5 - !Pi) - 4v(T4 - T { )  N 8evTi(T, - To) - 16vTi(T- !Po). ( 33 )  

The velocities v and u are defined as 

a a 
u = -$(q y), --2) = -$(q y). aY ax 

Applying these definitions t o  (28 )  and also making use of ( 2 9 )  and (33), the equa- 
tions for the inner region are as given below, being ordered in terms of powers of 
the expansion parameters (, f ;  and y. The primes refer to  derivatives with respect 
to the similarity variable 7. 

This first set are the usual boundary-layer equations for non-radiative flows and 
are subject to the following boundary conditions: 
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For f the results are 

(40) 

(41) 

(l/Pr) $&+4(fO$&+f31$A) -fjl$O-f6$31= 
f& + 4(fofL +f3lfO”) - 6f6fL= - $31, 

$m = $do) = 0, 1 f31(0) = f i l (0)  = 0, faa) = $0,/2f:(m) Pr- 
The above boundary conditions at 7 --f co are obtained from the outer solution, 
equations (25) and (26)) written in terms of the inner variable 7. At 7 = 0, how- 
ever, the temperature boundary conditions are obtained as follows. Recall that 

The radiation flux at the wall may be expressed as 

Now, expressing (43) in terms of the generalized temperature function q5 and 
substituting in (24) for E,(t) = E 2 ( ~ p 8 7 )  one obtains 

CI,.JO) = 4 s ~ W t , ( $ ~ , +  C$ll(0) +C$21(0) + Y $ ~ ~ ( O )  - 2 ~ ~ 8 A  + -..), (44) 

A = $odv. (45) 
Jol 

where 

Substituting (44) into (42) then gives 

$hw + C$il(0) + E$&(O) + r$il(0) + . . . = - 1 -t- 4$0wf- 20 Pr EAC+ . . . . (46) 

It might be of value at  this point to  outline the physical implications of the 
above analysis. The inner layer, adjacent to the heated surface, has strong 
velocity and temperature gradients. In  the outer layer, heat transport is mainly 
by convection and radiation. The unperturbed inner boundary-layer region 
appears to the outer flow as a porous surface with a suction velocity vo, the heat 
emitted by this surface being convected back towards it with convection velocity 
vo. This causes a temperature rise and consequently a velocity increase at  the 
outer edge of the inner region. 

2.5, Parameter dkcussion 

In  what follows some restrictions imposed on the solution by the parameters 
will be examined. Consider first the parameter y ,  which may be rewritten as 

y = 6/3Kp8 = €/12N, 
5-2 
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where N = k ~ , / 4 a T $  If k / 4 a T :  is defined as a characteristic conduction length 6, 
for transfer problems involving radiation, then N may be written as N = K ~ S ~ ,  
a more convenienti form for the problem at hand. In  order to relate e to the 
absorption characteristics of the gas one may then write 

e = 12(Kp6c)b = 12Nb 

and hence y = ( K  P C  6 = (Kp6c)m. 

The requirement b > 1 then assures y < 1 for decreasing values of the gas 
absorptivity. 

The inner variable 7 may now be expressed in terms of the expansion para- 
meters as the following: 

7 - 7 7 7 q = - = - =  
~~6 y”m6j6, (36/SC)4b x &ElJb - 10Pr (Sc/6) 5’ 

Since the wall emission term 4aT8e(Tw-T0)  appears directly in the inner 
region energy equation, terms of order 5e are included in the analysis. The equa- 
tions are solved for different values of e. However, since the optically thin 
approximation excludes terms of O ( K ~ S )  the inclusion of the above terms of 
O(&) becomes questionable for small values of e. 

Further, the above solution is valid only when the suction velocity vo dominates 
the outer convection flow. This requires that y < ~ ~ 6 .  If this condition is not 
met, the momentum and energy equations for the outer flow may not be de- 
coupled. With the exception of the data taken at the lowest presswe level, and 
for the highest emissivity surface, our experimental conditions satisfy this con- 
dition on y. 

3. Solutions of equations 
A fourth-order Runge-Kutta scheme was used to integrate the equations for 

the inner field, i.e. (34)-(41),  the integration being started a t  the surface. The 
second derivative of the stream function and the value of the temperature 
function were guessed and corrected until the far-field boundary conditions were 
met to within 1 x The method of correction is the familiar one used for two- 
point boundary-value problems and the Prandtl number used was 0-902, the 
average value for ammonia for the conditions of the experiment. 

The temperature and velocity functions obtained are presented in figures 2 
and 3, respectively. As may be seen from ( 3 6 )  and (37), the value of e appears as 
a parameter in the equations and in the boundary conditions for $11 and fll. 
Its effect on these functions may be seen in the figures. This dependence will be 
further discussed when the experimental results are presented. The solutions of 
q511 and fll shown for e = 0 represent the case where terms of O ( E ~ )  have been 
omitted from the analysis. 

The solutions in figures 2 and 3 show several interesting characteristics. The 
radiation correction functions are all negative at small 7 and thus predict a 
lowering of the wall temperature. This behaviour results from the added energy 
transport from the wall and from the hot gas adjacent to the wall by radiation. 
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The solutions furthermore predict an increase in the temperature in the outer 
region of the boundary layer due to absorption of the wall-emitted radiation flux 
in the outer field. In figure 3 it is seen that the general effect of radiation inter- 
action upon the velocity distribution is to lower the velocity in the inner part of 
the boundarylayer and to increase it in the outer part. This is expected from the 

- 4 - .  

- 

1.5 

\ 
- /  ' _ _  

i 

behaviour of the temperature functions. Note that the function &I in figure 2 is 
the effect upon the inner region temperature distribution of the radiation- 
induced increase in velocity in the outer region of the boundary layer. Finally, 
we see that the conditions at the outer edge of the boundary region are dominated 
by the radiation phenomenon. This is in agreement with previous arguments and 
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also with published analyses of other workers investigating the forced-flow case 
(see Viskanta 1966). 

In  the following sections the experimental apparatus and techniques will first 
be described, followed by a presentation and discussion of the theoretical and 
experimental results. The analytical predictions are compared with experimental 
findings and it is shown that gaseous radiation is a significant transport process 
for the many applications characterized by the parameters of the present 
experiment. 

\. 
\. 
\. 

-5 

\ -0.2 - O ’ i  
FIGURE 3. Theoretical solutions for the velocity functions. -, &; 

-. .- , fI, (inner scale) ; - - - 2 f’ 21’ . - - -, (inner scale). 

4. Experiment 
4.1. Experimental apparatus 

The experiment was designed to generate natural convection flow along a vertical 
flat surface, subject to a uniform heat-flux boundary condition. An electrically 
heated surface was made from 0.00127 em thick Inconel-600 foil, 16.51 cm wide 
and 38.1 em long. This foil was stretched between two accurately ground knife- 
edges which were adjusted to make it very flat. Both knife-edges were mounted 
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vertically to ensure a symmetric flow on the two sides of the vertical foil and were 
spring-loaded to  compensate for any variations in the foil length due to tempera- 
ture changes. 

The foil assembly was held in an adjusting mount to  facilitate alignment of the 
foil in the 20 cm aperture of a Mach-Zehnder interferometer. The foil was aligned 
vertically using a plumb-bob as a reference. The entire foil assembly was con- 
tained inside a large T-shaped test chamber capable of sustaining pressures up 
to  18 atm. The test chamber had a height of 76 cm, an inside diameter of 35 cm 
and an optical path length between windows of 69cm. The test section inside 
the vessel could be observed through 2-5 by 20cm wide horizontal slits which 
were covered by interferometer quality glass windows 5.08 cm thick, 5.08 cm 
high and 22.5 cm wide. No compensating chamber was necessary since a 7.5 mW 
helium-neon laser was used as the light source for the interferometer. A descrip- 
tion of this interferometer has been given by Gebhart & Knowles (1966). 

The interferograms were recorded, by a Graflex camera, on Royal Pan photo- 
graphic plates. A dimensional reference was needed to  scale the pictures correctly. 
A rod with an accurately machined square-tooth pattern was used for this 
purpose. I n  addition, a square grid of fine wire was used t o  assess any optical 
distortions due to  peripheral optics. All of these measures were necessary to  
permit the quantitative interpretation of the interferograms in order to  determine 
both the temperature fields and gradients. Both the square-toothed rod and the 
fine wire grid were located at the edge of the foil. 

The resistance of the foil and the foil current were used t o  determine the total 
heat flux from the surface. The d.c. current through the foil was measured with 
a Leeds and Northrup 0.1 52 resistor. An integrating digital voltmeter ( 5 0.01 yo 
accuracy) was used for this measurement. The resistance of the foil, which was 
measured prior to the experiments for each foil, was found to vary by less than 
0.3 yo over the range of heating rates applied and was therefore considered con- 
stant. The current through the foil was also monitored by a recorder. The elec- 
trical power was obtained from a regulated power supply. 

The Mach-Zehnder interferometer yielded interferograms which were used to  
determine the temperature distribution in the boundary layer. A direct evaluation 
(see appendix B) of the fringe pattern was made possible by the presence of two 
calibrated thermocouple junctions, made from 0.00254 ern wire, in the boundary 
layer and in the interferometer field. Their differential output was measured on 
a digital voltmeter and monitored by a recorder. The two thermocouple wires 
were stretched across the width of the foil so that the two wires formed an X, 
with the junctions in the middle, approximately 0.89cm apart, normal to  the 
surface. The wire support prongs were 0.159 cm Pyrex glass tubes, through which 
the wires were run from binding posts. The glass prongs were springy enough to  
permit a slight bending when the wires were mounted in order to compensate 
for any variation in wire length due to  temperature changes. The thermocouple 
arrangement is shown in figure 4. Typically, the innermost thermocouple junction 
was approximately 0.1 ern away from the surface of the plate. 

For the first experiments in air and argon, cromel-constantan wires were used. 
It was found, however, that the cromel reacted with ammonia gas, so for later 
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runs iron-constantan was used. The wires were calibrated in a temperature- 
regulated oil bath, where the temperature could be determined to within 0.03 "C. 
The calibration curves were found to agree to better than 1 % with the standard 
calibration tables for the respective thermocouple materials. 

The ambient temperature in the pressure vessel was measured with a stainless- 
steel-clad iron-constantan thermocouple placed so that it was effectively shielded 
from the plate radiation. An ice bath was used for a reference temperature and a 
digital voltmeter was used to measure the output from the thermocouple. The 

N 

r-----l I 
Pyrex glass 

Thermocouple wire 
0,00254 cm 

I 

FIGURE 4. Boundary-layer thermocouple arrangement. 

pressure in the test chamber was measured with a Heise precision gauge calibrated 
up to 20 atm. All gases were taken from high-pressure tanks and fed via a pressure- 
reducing valve into the test chamber. Care was taken to seal the chamber, and 
the pressure drop was typically about 1 yo in 24 h. The interferometer and other 
test equipment occupies a separate insulated room, without windows, to maintain 
slowly varying ambient conditions. 

4.2. Experimental procedure 

Experimental data were taken with three different foils surfaced for different 
emittance values. One set of experiments used the foil in its shiny as delivered' 
surface condition, with an emittance taken from Gubareff, Janssen & Torborg 
(1960) equal to 0.2. For the second set of measurements the foil surface was 
covered with a 0.00030 cm thick layer of colloidal graphite. The application of 
the graphite layer was performed at  the Lockheed Missile and Space Center, 
where the emittance was measured to be 0.5. The last series of data were taken 
with a foil covered with a layer of black Krylon lacquer about 0.0033 cm thick. 
Again, from Gubareff et al., and also from interferometer measurements, the 
emittance was estimated to be 0.80. Extreme care was taken when mounting 
these foils to avoid fouling or altering the surface in any way. 

After a foil had been prepared and placed in the pressure vessel the pressure 
was raised to the desired value and the gas was allowed several hours to equilibrate 
with the ambient temperature. When ammonia or argon was used the tank was 
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filled to 5 atm and purged four times in succession to remove residual gases before 
the final charge was introduced. 

The runs for any given gas and foil were made starting from the highest pres- 
sure. For air and argon this was around 8 atm and for ammonia it was between 
6 and 7atm. The power through the foil was adjusted so that the number of 
fringes formed was approximately twenty for all gas densities. Too high a heating 
rate resulted in unacceptable refraction of the light rays passing through the 
boundary layer close t o  the plate. On the other hand a high number of fringes 
was desired to minimize the errors due t o  imperfections in the interferometer 
optics, and to give good resolution in the calculation of the temperature gradient 
near the surface. For all runs the interferometer was adjusted to the infinite 
fringe field condition. This adjustment allows continuous inspection for any 
stratification or eddy current effects inside the pressure vessel, and furthermore 
permits fast and accurate location of the foil centre-line. All interferograms were 
obtained with the camera focused on the thermocouple junctions. These were 
located in a plane half-way across the span of the foil. 

After applying the foil current, the time toreach steady-state conditions could 
be observed on the recorded output from the boundary-layer thermocouples. 
The regime of the starting natural convection flow is a true convection transient 
according to the theory given by Gebhart (1963). The typical transient time for 
the conditions of these experiments is calculated by the formulation of Gebhart, 
Dring & Polymeropoulos (1967) to be approximately 15s.  The observed 
transient times were from 10 to 20s. After steady-state conditions had been 
achieved data were taken. To check the reproducibility, two or three sets of 
data were taken at  each pressure setting. The recorded quantities were current, 
voltage from boundary-layer thermocouples, voltage from the ' ambient- 
temperature thermocouple ', the tank pressure, a picture of the distance scale, 
a picture of the thermocouple junctions and an interferogram. All runs were 
made either late at night or in the early morning hours to ensure quiet conditions. 

4.3. Physical properties 

The following physical properties are required: the thermal conductivity k(p ,  t ) ,  
the viscosity p ( p ,  t ) ,  the specific heat cJp ,  t ) ,  the density p(p, t ) ,  the coefficient 
of thermal expansion /3(t), the refractive index n(p , t )  and the Planck mean 
absorption coefficient ~ ~ ( p ) ,  where p is the ambient pressure. All properties ex- 
cept /3 and K ~ ,  which were evaluated at  ambient temperature, were evaluated at 

t = t0+0.62(t,-tt,). (47) 

A detailed discussion concerning property determination is given in appendix A. 

4.4. Data evaluation 

The temperature profiles and the conduction (convection) heat loss from the foil 
surface were obtained from the interferograms. The quantities measured (on an 
optical comparator of x 20) were the spatial distribution of fringes, the number 
of fringes between the boundary-layer thermocouple junctions, and the distance 
scale. The exact location of the foil was found to be best established by locating 
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the midpoint between the two innermost fringes on each side of the foil. This 
could be done since there were always an equal number of fringes on the two sides. 

The distance scale, obtained from the photographs focused on the square- 
toothed rod, was corrected for the change in magnification which resulted when 
the focal plane was moved to  the plane in which the thermocouple junctions were 
located. The correction was calculated to  be - 2 yo. The ratio between real dis- 
tances and distances on the interferogram was then found to be 0.606 k 0.5 yo. 

In order to evaluate the exact number of fringes i t  was necessary to extrapolate 
from the fringe closest to  the foil to the foil surface. The technique employed 
was similar to the one used by Mollendorf & Gebhart (1970). The fringes closest 
to the foil were correlated in Iocation by a polynomial regression technique. Good 
accuracy from the technique is assured by the regular fringe distribution close 
to the foil, as demonstrated by the interferogram in figure 15 (plate 1). The 
polynomial correlation permitted extrapolation of the fringe distribution from 
the innermost fringe to the foil surface and hence the total number of fringes could 
be determined. The same polynomial correlation was used to  find the slope of 
the fringe distribution at  the surface, thus permitting the calculation of the 
surface conduction (convection mechanism) heat flux. 

The evaluation of interferograms for a two-dimensional temperature field as 
in the present experiment is quite simple in principle. The equation which relates 
temperature change or specific volume change to fringe shift, using the Dale- 
Gladstone constant and the ideal gas assumption, is 

or. 

At - RAT: 
N - WK(  1 - (NBhTo/ W K p ) )  

AV 
N 

- 

h V ;  
K W( 1 - (Nh&/K W ) )  ’ 

- -- (49) 

where At is the temperature difference and AV is the specific volume difference 
represented by N ,  the corresponding number of fringes. Also, R is the gas con- 
stant, h is the wavelength of the interferometer light source, K is the Dale- 
Gladstone constant, W is the length of the optical path in the disturbed region, 
To is the absolute temperature of the ambient fluid medium and V, refers to  the 
specific volume of the ambient fluid medium. For ammonia the specific volume 
differences were converted to  temperature differences with the aid of a virial 
equation of state. A complete discussion of the equations used for reducing 
the interferometer data is given in appendix B. 

The data for the temperature distributions were normalized in accordance 
with the definihion of q5(71, x). The characteristic quantities are thus computed 
from the wall heat flux and from the flux Grashof number. The total wall heat 
flus (convective plus radiative) is used when the data is compared with 
the analytical predictions for radiative flows. The data, however, were also 
normalized using only the convective heat flux to compute the characteristic 
quantities. This was done to obtain a clearer picture of the effect of radiation upon 
convection in absorbing and non-absorbing media. 

The local heat-transfer parameter Nu/Gr& was calculated using the convective 



Natural convection with thermal radiation effects 75 

heat flux obtained from the interferograms. (See (B 4) or (B 5 )  in appendix B.) 
Here Gr = (g/3AtWx3)/ua is the local Grashof number, N u  = hx/k  is the local Nusselt 
number, At, is the local temperature difference across the convection region and 
h is the convection coefficient. Por ammonia gas the change in the wall gradient 
with gas opacity was also calculated. The presentation and discussion of these 
results will be the subject of 3 5.2.  

5. Experimental results and observations 
5.1. Non-absorbing gas 

For a heated radiating surface subject to a uniform-flux boundary condition, 
an increase in the radiation level at the surface decreases the convection heat 
flux. A consequence of this alteration of the wall condition is the loss of similarity 
for the convection process. For natural convection flow along a vertical flat 
surface, with no heat loss by radiation ([ = 0 ) ,  the surface temperature varies 
as the fifth root of the longitudinal distance x. With surface radiation, the wall 
temperature in the limit of large 6, i.e. radiation dominant, no longer varies 
longitudinally. This is a consequence of the uniform-flux boundary condition. 
However, for the experiments reported herein this extreme condition is not 
reached. 

The experimental results obtained for the non-radiating gases air and argon 
are displayed as data points in figures 5, 6, 7 and 8, together with calculated 
curves. These curves were obtained by numerical integration of the equations 
given by Cess (1964b) for Pr = 0.708 and Pr = 0.675. These are the typical 
Prandtl numbers for air and argon for the conditions of the present experiments. 

Temperature distributions. ks mentioned previously, the experimental tem- 
perature data is normalized with a characteristic temperature At, = qx/kG*. For 
a non-radiating surface the heat flux q in this expression is equal to the total wall 
heat flux. With surface emission the total surface flux becomes q = qw = q, -t q,, 
where qw, q,, and qc denote, respectively, the measured total, the radiative, and 
the measured convective heat fluxes at  the surface. With radiation present, 
therefore, normalization with Atc based on q, will illustrate the general reduction 
of the temperature level resulting from the additional transport mechanism. 
However, a temperature distribution normalized with At, based on q, will indicate 
the effect of the radiation transport, through the boundary condition, on the 
convection process. Stated differently, it will show the degree of coupling between 
the two transport mechanisms. 

The experimental data points for the temperature distribution were thus 
generalized with At, based on both q, and qw. The resulting distributions are 
shown in figures 5 and 6 for E = 0.5 and figure 7 for E = 0.8 as a function of the 
generalized variable 7 = y/S = yG*/x. All experiments were performed at  a fixed 
longitudinal position x. Variations in < for a given gas and given 8 were achieved 
by changing the pressure. 

Considering first the data normalized with At, based on qw, the results in 
figures 5, 6 and 7 show a general qualitative agreement with the calculated 
distribution8 over this range of the parameter 6. The discrepancy between the 
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perturbation solution and the experimental findings is seen to increase steadily 
with increasing 6. However, this is to be expected since only one term is included 
in the expansion around the non-radiative condition. The inconsistancy in the 
experimental result for 5 = 0.098 with respect to the other experimental data 
in figure 7 (i.e. lowest values of q5 rather than highest) may have been caused by 
a temperature effect on the emittance of the surface at this lowest wall 
temperature. 

Turning next to the temperature data normalized with At, based on the 
measured qc one observes, from these same figures, that as [ varies from 0.0575 
to 0.125 the measured temperature distribution deviates very little from the 

1 2 3 4 
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FIGURE 5. Temperature distributionin air, E = 0.5, average Pr = 0.708, ambient tempera- 
ture for all runs: To = 297.2 OK. Unfilled points, At, based on 4,; half-filled points, At, 
based on qw. Theoretical solutions: -.-, 6 = 0.0575; -. a-, 6 = 0.07; -, 6 = 0. 

Experimental 
data points P (aim) At ("C) 

3.04 29.4 0.070 
0 3.04 32.7 0.069 
v 4.02 19.3 0.068 
n 6.04 12-2 0.057 
0 7.7 10.3 0.0575 
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pure convection profile calculated for a uniform flux surface. This observed be- 
haxiour suggests that the coupling between the radiation and the convection 
phenomenon is very weak, at least for the conditions of these experiments. 
Regarding the two processes as being independent and superimposed therefore, 

71 

FIUURE 6. Temperature distribution in argon, E = 0.5, average Pr = 0.675, ambient 
temperature for all runs: To = 294.7 OK. Unfilled points, At, based on qc; half-filled points, 
At, based on qs. !I'heoretical solutions: - a  a-, = 0.094; ----, f = 0.075; -, f = 0. 

Experimental 
data points P Wm) At ("C) 5 

0 3.04 30.6 0.094 
0 3.04 33.4 0.092 
V 4.03 23.9 0.087 
n 6.02 17.5 0.075 
0 7.6 10.5 0.075 

one arrives at the following approximate equation for the reduction in tempera- 
ture when radiation transfer is present: 

9(rA = [1 - %%-9r(wl4o(r)> (50) 

where 9 m  = 40(0)/[1 ++%#O(O)l (51) 

and r r  = r0P - 4 E 4 m 4 .  (52)  

The subscripts 0 and r refer to the pure convection and the convection-radiation 
condition respectively. These expressions permit direct calculation of the effect 
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of surface radiation on the surface temperature and boundary-region temperature 
distribution, based upon the known solutions for non-radiative flows. Table 1 
compares values of q5,(0), calculated from (51) and from the perturbationsolution, 
with experimental results for various values of c. 

I 
FIGURE 7. Temperature distribution in air, 6 = 0.8, average Pr = 0.708, ambient tempera- 
ture for all runs: To = 299-7°K. Unfilled points, At, based on qe; half-filled points,"At, 
based on q,,,. Theoretical solutions: -- .-, 6 = 0.125; ---, 6 = 0.098; -, 6 = 0. 

Experimental 
data points P fatm) At ("C) E 

V 2.02 38.9 0.125 
n 3.04 29.6 0.111 
0 4.05 20.9 0.104 
0 6.06 11.7 0.098 

The suggested approximate technique is seen to agree to within 4 %  with the 
experimental values of $, (O) .  

Heat-transfer results. The convective heat-transfer data are shown in figure 8. 
The abcissa is k and the ordinate is NuB'(Pr)/Gd, where P(Pr) = q5,,(0)25*. That 
is, the Prandtl number effect as calculated from boundary-layer theory is used 
to normalize the data. This comparison indicates that $he trend of the experi- 
mental data is in agreement with the result calculated by Cess (1964 b) .  The spread 
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of the data around the faired (or estimated average) curve drawn through the 
data points is approximately 2 %. The experimental results are seen to be con- 
sistently above the theory. The magnitude of the difference, however, is too 
small t o  distort the impression of general agreement. 

- 0 - 
- 

- Faired curve - 

2 Cess - 

h 

6 
- 

Pertubation solution 
0.96 - 

- 

0.92 - - 
- - 

0.88 - - 
- - 

0.84 - - 
- - 

I I I I I I i I I  I I 

1 
1.04 c J 

E = [ (aeTWlS 

FIGURE 8. Convective heat-transfer data for air and argon. 
0, Cess data. Present data: 0, air; a, argon. 

Experiment 
6 W) 

0-0575 1.15 
0.07 1-13 
0.075 1.07 
0.094 1.02 

0.104 0.956 
0.125 0.904 

Cess Equation 

1.11 
1.03 
1.01 
0.877 

0.810 
0,673 

$l(O) (51) & 

1.11 
1.04 

0.8 
0.934 

TABLE 1. Comparison of the experimental values of the normalized surface temperature with 
the values predicted by the Cess (1964b) perturbation solution and (51) 

5.2. Absorbing gas 

We next consider the experimental temperature distributions and heat-transfer 
results measured for natural convection flow in NH, gas. Figures 9, 10 and 11 
show temperature distributions for three different levels of surface emittance, 
normalized with At, based on qc. In  figures 12,13 and 14 the same data have been 
normalized with At, based on qw and are compared with our numerical solution. 
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In  figure 15 (plate 1, an interferogram) the thickness of one particular radiating 
boundary layer is compared with the corresponding non-radiative case. Finally, 
figures 16 and 17 compare both the theoretically and experimentally determined 
wall temperature gradients and heat-transfer parameters. Again, all of the data 
were obtained at a fixed longitudinal position at  various values of ambient 
pressure. 

Temperature distribution. As discussed earlier, the temperature data normalized 
with Atc based on qc indicate the degree of coupling between the radiation and 
convection transport processes in the gas. By considering figures 9, 10 and 11, 
it may be seen that the decreasing level of the experimental data, with increasing 

1 2 3 4 5 

71 
FIGURE 9. Temperature distribution in ammonia gas, e = 0-2, Atc based upon qc, average 
Pr = 0.902, ambient temperature for all runs: To =1298.6 OK. Note that the data points have 
been connected with faired curves. 

Experimental data points p (atm) At ("C) 

V 2.02 37.8 
a 3.11 19.5 
0 4.1 14.4 
0 6-03 8.73 

opacity of the boundary layer (high pressures), offers evidence of strongradiation- 
convection interaction. This may be seen by contrasting the above results with 
either the previously discussed experimental results for the non-absorbing gases 
at various pressures or with the temperature curve without radiation, shown in 
each figure for comparison. The observed behaviour may perhaps be best under- 
stood by considering the nature of optically thin radiation. As indicated by (33), 
the gradient of the radiation flux changes sign from positive to negative as the 



Natural convection with thermal radiation esfects 81 

boundary layer is traversed. Thus one concludes that there is a gain in radiative 
flux through the hot layer of gas adjacent to the surface, implying that the gas 
is mainly emitting. Stated differently, the optically thin radiation provides a 
form of 'short circuit' in the energy transport through the boundary layer. A 
consequence of this effect is the observed lowering of the normalized tempereture 
level. The regular increase in the normalized temperature with decreasing values 
of pressure, corresponding to decreasing values of the boundary-layer opacity 
( K ~ S  or the parameter c), is consistent with this argument. 

1 2 3 4 

T 

FIGURE 10. Temperature distribution in ammonia gas, E = 0.5, At, based upon qo average 
Pr = 0.902, ambient temperature for all runs: To = 294-7 O K .  

Experimental data points p (atm) At ("C) 
A 3- 1 20.6 
0 4.1 14.4 
V 6.0 8-73 

6.8 7.74 

The optically thick limit is often assumed in analysis and it is interesting to 
consider the above data from this point of view. In  its simplest form the radiation 
transport in a grey gas may be treated as an added diffusion process. The radiation 
effect may consequently be accounted for by an augmented thermal conductivity, 
and the convection process occurs as if it were taking place at a lower Prandtl 
number. Recall that the non-radiative curve is the limit for both the totally 
opaque and the totally transparent radiation-convection phenomenon. From 
the approximate relation $ ( O ) c c  Pr-i, the value of $ ( O )  decreases as the Prandtl 

6 FL M 52 
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number increases. This suggests that the totally opaque limit is approached from 
a higher value of $ ( O )  than in the non-radiative case. The present results, how- 
ever, show $ ( O )  decreasing (figures 9, lO and 11) for increasing pressure. One may 
extrapolate this trend and heuristically argue that $ ( O )  could continue through 
a minimum before, in the totally opaque limit, returning to the pure convection 
form. This argument, however, contradicts the behaviour predicted from the 

" 
1 2 3 4 

?I 
FIGURE 11. Temperature distribution in ammonia gas, E = 0.8, Atc based on po, average 
Pr = 0.902, ambient temperature for all runs: To = 299.7 OK. (Note: k 5 % uncertainty 
in -0- data.) 

Experimental data points p (atm) At ("C) 

v 2.03 32.20 
n 3.07 19.10 
0 4-10 13.43 
0 6.03 7.12 

optically thick approximation. Novotny & Yang (1967) observed a similar con- 
tradiction for the optically thick approximation in their analytical study of 
radiation interaction in a natural convection stagnation flow for an optically 
thick gas. They found that an exact solution predicted that the wall temperature 
gradient approached the opaque limit while decreasing, whereas the optically 
thick diffusion approximation indicated the opposite trend. The similarity be- 
tween these observations is striking. Both results demonstrate the failure of the 
diffusion approximation near the surface. 

The same measured temperature distributions are shown in figures 12, 13 and 
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14 with Atc based on qw. As previously discussed, this normalization of temperature 
data includes the total effect of the wall-emitted radiation flux upon the 
temperature distribution. Also included in these figures are the calculated dis- 
tributions obtained for values of the expansion parameters corresponding to  the 
conditions of our experiments. The temperature distribution in the absence of 
any radiation effect has again been included for reference. 

I 

t 
,Temperature curve without radiation R 

1 2 3 4 
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FIGURE 12. Temperature distribution in ammonia gas, E = 0.2, Atc based upon qw, average 
Pr = 0.902, ambient temperature for all runs: To = 29843 OK. Note that the data points 
have been connected with faired curves. 

Experi- 
mental Present 

p (atm) At ("C) 5 E Y points solution 
data theoretical 

-.- 2-02 37.8 0.0141 0.0342 0.0604 -0- 
6.03 7-78 0.0241 0.0252 0.0192 -0- -. .- 

In  figure 12, for e = 0.2, only the data obtained at 6.03 atm and 2-02 atm are 
shown. Measurements at  intermediate pressures fall between these results. The 
quantitative agreement between theory, the dashed lines, and experiment, the 
points, is seen to be approximately 20 %. Considering, however, that only first- 
order terms are included in the perturbation expansion and, perhaps more im- 
portant, that the gas is assumed grey, this discrepancy i p  not unreasonable. 
There is qualitative agreement and the theory predicts the correct general be- 
haviour and trends. The above discrepancy between theoretical and observed 

6-2 
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behaviour decreases with higher wall emittance. As discussed previously, this 
may result from the increased significance of terms of O ( c ~ ~ 6 )  for small values 
of wall emittance. It is important to note that for this low value of the wall 
emittance the measured and calculated non-dimensional temperature levels 
decrease with increasing values of the parameter 5 (or pressure). Similar behaviour 
is seen in figures 9, 10 and 11. This indicates that the effect of gaseous radiation 
dominates the effect of surface emission. We recall that for non-absorbing gases 
increased pressure ([decreasing) resultedin a higher non-dimensional temperature 
level. 

1 2 3 

9 
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FIGURE 13. Temperature distribution in ammonia gas, E = 0.5, At, based upon qw, average 
Pr = 0-902. Experi- 

mental Present 

p (atm) To ( O K )  At ("C) 5 E Y points solution 
data theoretical 

-_- 3.1 294.7 20.6 0.0156 0.0720 0.099 A 
2.02 298.6 26.65 0.0100 0.0844 0.157 0 -.- 

-. .- 6.86 298.6 5.84 0.0275 0.0625 0,0416 0 

Experimental results shown in figure 13 for 0.5 wall emittance include data 
obtained at  two different ambient temperatures, namely T, = 298.6 "K and 
T, = 294.7 "K. For To = 298-6 OK data obtained at 6.86 and 2.02 atm are shown. 
Data obtained at intermediate pressures (4.02 and 3.1 atm) fall between these 
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distributions. For To = 294.7 OK the distribution obtained at  3.1 atm is included 
to illustrate the effect of lowering the ambient temperature. Data obtained at  
higher pressures (4, 6.07 and 6.7 atm) fall systematically above the presented 
distribution. 

Comparing the measurements for e = 0.5 at  To = 298-6 OK with those for 
E = 0.2 a t  the same ambient temperature, it is seen that the increased wall 
emittance results in a lower temperature level in the boundary region. The large 
effect resulting from increased wall emission also demonstrates the optically thin 
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FIGURE 14. Temperature distribution in ammonia gas, E = 0.8, Atc based upon qo, average 
Pr = 0.902, ambient temperature for all runs: To = 299.7 OK. Experi- 

mental Present 

p (atm) At ("C)  5 5 Y points solution 
data theoretical 

-.- 2.03 32.2 0.0131 0.131 0.238 v 
4.10 13.43 0.0193 0.113 0.122 
6.03 7.12 0 

-. .- 

nature of these boundary layers. The wall temperature now increases with in- 
creasing pressure, in contrast t o  the observationsfor E = 0.2. That is, the radiation 
interaction phenomenon is more strongly governed by the variations in the 
surface emission. The quantitative agreement between measured and calculated 
behaviour is similar to that for E = 0.2, and again there is good qualitative 
agreement. I n  terms of expansion parameters, we see that the increase in gaseous 
radiation, as characterized by the increase in 5 with pressure, is not sufficient 
t o  counteract the effects of the combined decrease in 5 and y. The solution for q511 
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in figure 2 also indicates that the ‘surface cooling effect’ of an absorbing and 
emitting gas is reduced when the wall emittance is increased. The physical reason 
is that more gaseous radiation is absorbed by the surface, rather than being 
reflected back into the gas. 

Consideration of the data for 3.1 atm and To = 294.7 OK indicates that the 
reduction in ambient temperature increases the boundary-layer temperature 
level. This is expected, since lowering the ambient temperature, with other con- 
ditions remaining the same, results in a decrease in the overall radiation intensity. 
The qualitative agreement between the observed and predicted behaviour is 
again good. 

The highest surface emittance used in this experiment was c: = 0.8 and the 
measured temperature profiles are shown in figure 14. The increase in wall 
emittance further decreases the generalized temperature level, compared with the 
distributionsin figures 12 and 13. With exception of the data obtained at  6-03 atm 
the behaviour of these temperature distributions is consistent with the previous 
observations and conclusions. The measured and calculated non-dimensional 
temperature levels increase as the pressure increases, i.e. 6 increases and 5 and y 
decrease. The temperature distribution obtained at 6-03 atm, however, is too low. 
Similar behaviour, again at  the highest pressure or lowest surface temperature, 
was also observed for the air data presented in figure 7. The same foil was used for 
that experiment. The present behaviour, therefore, may again be explained by an 
increase in the wall emittance at this the lowest surface temperature. 

As previously discussed, it is implied in the analysis [see equation (20)j that 
the far-field non-dimensional temperature level is porportional t o  5, i.e. the 
radiant emission from the surface. Considering separately each wall emittance, 
the temperature data for large 7 (7 > 2 say) corroborates this analytical pre- 
diction. For example, one notes that for E = 0.5 (figure 13) the highest temperature 
level for 7 > 2.0 corresponds to the largest value of the parameter 6 (note the 
crossing of the temperature distributions as the boundary layer is traversed). 
On the other hand, a comparison of the far-field temperature levels as obtained 
for the different wall emittances does not show a change in magnitude comparable 
to these variations in c. The quantitative discrepancy is consistent with the grey- 
gas assumption and the omission of higher-order terms in the perturbation ex- 
pansion. We do find, however, an increase in the boundary-layer thickness with 
5 (or E ) ,  indicating qualitative agreement with predicted behaviour. 

The boundary-layer quality of the natural convection flow in’this radiating gas 
is perhaps best illustrated by the interferogram in figure 15 (plate 1). This inter- 
ferogram was obtained for a wall emittance of 0.8, at 2-02 atm. The ‘edge’ of 
the corresponding non-radiative boundary layer, indicated in the figure, repre- 
sents the same fraction of # ( O )  (with At, based either on q, or a,) as the outermost 
fringe in the interferogram. 

The present experimental technique of varying the pressure to change the 
experimental parameters makes it possible to contrast the gaseous radiation 
effect with the effect of wall emission. The two effects increase and decrease 
respectively with pressure. The experiment thus also constitutes a severe test 
of the analytical predictions. 
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Finally, it will be pointed out that, unless stated otherwise, the uncertainty in 
the above data, as judged by their repeatability, is of the order of 2 %. 

Heat-transfer results. The effect of gaseous radiation upon heat-transfer and 
wall-temperature gradient is perhaps the matter of most practical interest; the 
experimental and theoretical values for these quantities are given below. In  
figure I6 the data for the surface temperature gradient, as obtained for different 

Pure convection asymptote 

r8 

FIGURE 16. Variation of wall-temperature gradient with boundary-layer opacity and surface 
emittance. The half-filled square data points for 6 = 0.5 were obtained at  To = 294.7 OK 

and have been corrected to make them comparable to the unfilled data points obtained at  
To = 298.6OK. - , faired experimental curve; - - - - , presenttheory. 

values of the wall ernittance, are plotted against the optical thickness of the 
boundary layer (78 = ~ ~ 8 ) .  The temperature gradient at the surface is found 
from the analysis to be 

(53) i 1 + g3.36 - 65.57, 8 = 0.2, 
1 + C8.40 - 65.57, € = 0.5, 
1 +03.4-65*57, € = 0.8. 

These relations are included in the figure. The abscissa is obtained by calculating 
the values of T~ corresponding to different values of g and 6 for each wall 
emittance. 

The agreement between calculated and observed behaviour is reasonably good. 
The decrease in the gradient with increasing 5-8 is a consequence of the increased 
amount of gaseous radiation absorbed by the surface. To the present order of 
approximation, this is being conducted back into the gas. The presence of gaseous 
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radiation reduces the net surface-emitted radiation flux. The net radiative flux 
from a wall into a non-absorbing gas can be expressed as 

Consequently one may express the net radiative flux into an absorbing gas as 
4s'uTi(T,- To). In  this expression sf is a corrected emittance, which accounts 
for the presence of an absorbing and emitting gas at a temperature different from 
To. The ratio E ' / E  may be derived from the analysis, using (53) and the relationship 

where D = 2 0 e P r A  and A = 0.931 is defined by (45). This relation allows a 
direct calculation of the heat loss by emission in an absorbing gas. Some experi- 
mental and calculated values of ef/s are shown in table 2. The experimental 
uncertainty in these data is large since the result is the difference between large 
numbers. This difference is especially small when .s = 0.2. 

€'I€ 
r 
Equation (54) Experiment € 

A 
\ 

0.42 0.22 0.2 0.95 
0.412 0.752 0-350 0.2 
0.440 0.340 0.430 0.5 
0.162 0.756 0.765 0.5 
0.171 0.600 0.740 0.8 
0.100 0.760 0.800 0.8 

O E  
Estimated 
uncertainty 

50 % 
50 Yo 
5 %  
5 Yo 
5 %  
5 %  

TABLE 2. Experimental and calculated values of the effective emissivity 
of a radiating surface in an absorbing gas 

The effect of an absorbing and emitting gas on the local convective heat- 
transfer parameter, the local Nusselt number based upon the local temperature 
difference, is calculated as 

or 

where the various quantities, calculated for Pr = 0.902, are given in table 3. 
One notes that A(€)  decreases with increasing 8, whereas B and C remain 

constant. Thus, a decrease in the heat-transfer parameter is predicted for in- 
creasing e, resulting from both the decrease in A(€)  and from the increase in [. 
For any given surface emittance, however, an increase in gaseous radiation (6 in- 
creasing) is predicted by (56) to increase the value of the heat-transfer parameter. 
The physical arguments underlying this behaviour have already been discussed. 

The experimental and theoretical results for the heat-transfer parameter are 
plotted in figure 17. The faired data curve for non-absorbing gases is also included 
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for comparison. The abcissa is [. Since 8 cc p-%, whereas y oc p* and y cc p- l ,  
decreasing values of [ correspond to increasing values of [ and decreasing values 
of y. The wall emittance E is noted for all data points. Experiments were carried 
out at  two different ambient temperature levels for e = 0.5, as indicated in 
the figure. 

A ( € )  B c 
0.0 23.66 -1.67 0.7 1.396 
0.1 20.28 -1.67 0.7 1.396 
0.2 19.31 -1.67 0.7 1.396 
0.25 18'92 -1.67 0.7 1.396 
0.4 17.53 -1.67 0.7 1.396 
0.5 16.6 -1.67 0.7 1.396 
0.8 13.88 -1.67 0.7 1.396 

# l l ( O )  

- 23.7 
- 20.76 
- 17.87 
- 16.42 
- 12.07 
- 9.18 
- 0.489 

$21(0) 

- 4.40 
- 4.40 
- 4.40 
- 4.40 
- 4.40 
- 4.40 
- 4.40 

# S l ( O )  

- 0.786 
- 0.786 
-0.786 
- 0.786 
- 0.786 
- 0.786 
- 0.786 

TABLE 3. Constants for the calculation of convective heat transfer 

Faked data curve, 
non-absorbing gas Note the change 

in scale 

t i 
I 

0.92 
I I I I I I I I I  I I I I  

0.01 0.02 0.03 0.04 0.06 0.08 0.1 0.2 0.3 0.4 0.6 

E = [(a@3,)/kIS 

FIGURE 17. Heat-transfer results for ammonia gas. Filledpoints represent the present theory. 

Experimental data points 6 To (OK) 

0 0.2 298.6 
0.5 294.7 

0 0.5 298.6 
V 0.8 299.7 

Figure 17 shows good qualitative agreement between the experimental and 
theoretical predictions; the largest discrepancy is of the order of 10%. The 
changes with ambient temperature in the experimental findings for E = 0.5 are 
in agreement with predicted behaviour. The data, however, exhibit a smaller 
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increase in the convective heat transfer with decreasing wall emittance than 
was predicted. This is apparent when comparing the agreement between theo- 
retical and experimental results for E = 0.2 with that observed for higher wall 
emittance. As previously discussed, however, at  this low wall emittance the 
gaseous radiation dominates the interaction phenomena, and the approximate 
nature of  the optically thin gas and grey-gas assumptions have greater effect. 
For easier comparison of the experimental results at  different wall emittances, 
data for r$(O), normalized with At, based on q,, and experimental values of 
NuF(Pr)/Gri  are given in table 4 below. 

6 = 0.2 

2.02 1.26 1.14 1.31 1.10 1.34 1.05 
3.1 1.23 1.17 1.24 1.18 1-28 1.11 
4.1 1.17 1.27 1.19 1.25 1-22 1-18 
6.04 1.13 1.31 1.17 1.29 1.19 1.23 

TABLE 4. Average experimental results for the wall temperature and 
heat-transfer functions 

The values of r$(O) are included since, as may be seen from the definition of 
q5, a relative increase in the convective heat-transfer rate will effect a decrease in 
the value of r$(O). Examination of the tabulated results shows a consistent in- 
crease in convective heat transfer with decreasing values of E ,  thus lending support 
to the predicted behaviour. 

It is not surprising that the grey-gas approximation tends to over-estimate 
the effect of gaseous radiation. The results of Schimmel, Novotny & Olsofska 
(1970) and of Cess (1964a) also show this tendency. The uncertainty o f  the above 
experimental heat-transfer data, as judged from their repeatability, is of the 
order of 3 yo. 

6. Summary and conclusions 
The foregoing results and observations have indicated many interesting aspects 

of the interaction of infra-red radiation with a natural convection flow adjacent 
to a vertical surface for both absorbing and non-absorbing gases. For non- 
absorbing gases the observed weak coupling between the radiation and the 
convection processes indicates that the two transport mechanisms may be re- 
garded as superimposed. The effect is only in boundary conditions and the 
convection transport may be formulated as a non-radiative process. The perturba- 
tion parameter 5 expresses the effect of surface emission on boundary conditions 
and the present experimental measurements agree well with the resulting theory. 
We note that, although the analysis is nominally valid only for [ < 1, the result 
has the correct asymptotic behaviour for large k in that the wall temperature 
becomes uniform. 
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However, the absorbing gas ammonia causes a strong interaction between 
radiation and convection, shown by both the analysis and the experimental 
results. From the measured temperature distributions the magnitude and nature 
of the gaseous radiation interaction was found. The results indicate that these 
boundary layers may be regarded as optically thin, implying little self-absorption 
within this region. For an optical thickness ( K ~  6) of the boundary layer equal to 
0.44 it was found that gaseous radiation decreases the non-dimensional temper- 
ature level by approximately 20 yo. The optically thick radiation approximation, 
which for a grey gas trehts the radiation transfer as a diffusion process, was shown 
to result in incorrect predictions when compared with the experimental behaviour . 

The temperature data clearly indicate the nature of the effects of radiation on 
the boundary-layer temperature levels. General agreement was found between 
the analysis and the data. The measurements show that the net effects of gaseous 
radiation interaction vary strongly with the emission and absorption charac- 
teristics of the surface generating the flow. For example, for B = 0.2 an increase 
in the ambient pressure, under the conditions of the present experiment, resulted 
in a decrease in the non-dimensional surface temperature. However, for B 2 0.5 
a similar increase in the ambient pressure led to an increase in the non-dimensional 
surface temperature. This characteristic is predicted by the theoretical solution. 
The temperature gradient at  the surface is strongly influenced by the effect of 
gaseous radiation and absorption. Compared with a non-absorbing gas, we find 
that gaseous radiation effect may decrease the negative surface gradient by a 
factor of two for our present experimental conditions. The theoretical solution 
predicts a similar effect. 

An important question in the present investigation is the influence of gaseous 
radiation upon the total and the convective heat transfer. For the ammonia gas 
used in the present experiment the convective heat transfer increased from 6 to 
40 %, depending upon the wall emittance and the magnitude of the characteristic 
quantities associated with the gaseous radiation phenomenon. The theory and 
experimental results are in good general agreement, although the computed 
effect of decreasing wall remittance B is larger than the observed. However, the 
trends of the two results agree. 

It is interesting that Gille & Goody (1964), in their study of the onset of thermal 
convection in a radiating gas (ammonia), and Schimmel et al. (1970) in their study 
of pure conduction through a radiating gas (N,O, CO,), both predicted and 
observed increased conductive heat flux at  the wall for increased gas pressure. The 
present decrease in conductive heat flux at the wall with increasing wall emittance 
was also demonstrated analytically by Gille & Goody (1964). The results of Cess 
( 1 9 6 4 ~ ~ )  for forced flow along an isothermal flat plate have this same characteristic. 

The total surface heat flux is the sum of the convective (conductive) and the 
radiative heat fluxes. However, with a radiating gas the net radiation flux emitted 
by the surface is less than in a non-absorbing gas because of the surface absorption 
of radiation emitted in the adjacent gas layer. This characteristic is apparent in 
both analysis and experiment. When evaluating the net effect of gaseous radiation 
upon the total heat flux, therefore, both the increase in the convective heat flux 
and the decrease in the surface emitted heat flux must be considered. Thus, 
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depending upon the fraction each mode represents in the total, gaseous radiation 
may decrease or increase the total surface heat flux. 

The above results clearly demonstrate that gaseous radiation may not be 
ignored for natural convection processes where the magnitudes of the different 
parameters become comparable to the present ones. 

Unfortunately, the experimental set-up did not permit measurement of the 
velocity field. However, the interferograms and the measured temperature distri- 
butions show that the temperature boundary layer in ammoniagas is thicker than 
for comparable conditions with a non-radiating gas. This indicates the presence 
of a radiation-induced outer velocity field in these optically thin conditions. 

The agreement between theory and experiment indicates that the analysis 
contains many of the major features of the phenomenon. The analysis thus 
served the purpose of providing a basis for the understanding of a rather complex 
transport process. Although the above results and observations pertain to a 
particular natural convection circumstance, it is felt that the information will 
prove useful for other heat-transfer conditions as well. Natural convection along 
a constant temperature surface is one example. To a certain extent these results 
may also qualify some of the assumptions and predictions made in the analytical 
studies of forced-flow radiation interaction phenomena. 
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Appendix A. Property evaluation 
Air. Apart from the thermal conductivity, all properties of airwere interpolated 

from tabulated values (Eckert & Drake 1959). The thermal conductivity was 
taken from Kannuluik & Carman (1951), who give k as a function of temperature 
as 

The index of refraction was taken from International Critical Tables (1930). 
The coefficient of thermal expansion and the density were calculated using the 
ideal gas relationships. 

Argan. The properties for argon were taken from International Critical Tables 
(1930) and evaluated at  the temperature given by (47). The coefficient of thermal 
expansion and the density were again obtained from the ideal gas laws. 

Ammonia. The calculation of physical properties for ammonia follows the 
same general procedure as that outlined in Gille & Goody (1964). However, some 
different data sources are used. The following virial equation of state and the 
first virial coefficient for ammonia were taken from Hirschfelder et al. (1 954) : 

k = 2.41 x 10-4(1 + 0.003t - 0-0000021t2) W/cm "C. (A 1) 

p v  = RT+B(T) (RTIV). (A 2 )  
The specific heat a t  constant pressure, cp, was taken from the work of Osborn et al. 
(1925) which in Din (1956) is shown to be in good agreement with spectrographic 
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data. With cp known, the value of cv, the specific heat at  constant volume, can 
be calculated from the equation of state. 

The viscosity of ammonia varies greatly with temperature and pressure. For 
the pressure and temperature range employed in the present experiment only 
limited detailed viscosity data are available. The viscosity values published by 
Stakelbeck (1933) have been used here. 

With the values of viscosity established one has, according to  Chapman & 
Cowling (1964), 

where f can be regarded as a constant, in accordance with the work of Mason & 
Monchick (1962). The value off used for the present experiment was 1-46. This 
value was found to give values of the thermal conductivity in good agreement 
with the experimental findings of Needham & Ziebland (1965). 

The index of refraction was taken from International Critical Tables (1930), and 
the coefficient of thermal expansion was calculated from the ideal gas relationship. 

was found graphically from the plots in Hottel & Sarofim (1967) to be 
9 atm-l ft-1 x p .  This data sourcewasrecommended by Tien (1968), who found the 
data to be in agreement with his calculations from spectroscopic measurements. 

(A 3) =fPCv, 

Appendix B 
Evaluation of interferometer data 

If K (the Dale-Gladstone constant) and W (the length of the optical path in the 
disturbed region) are known with sufficient accuracy, then equations (48) or (49) 
allow a direct calculation of At or AT’ from the fringe field. However, in view of 
the uncertainties in W ,  which is usually taken to be the width of the surface, 
of the paucity of data, for the index of refraction of ammonia, and the non-ideal 
behaviour of ammonia, it was decided to determine experimentally the inter- 
ferometer constant, i.e. the left-hand sides of the following two relations: 

At -- - c  - RATE 
WKp 

A% AV 

- N (  1 + (At/T,)) 

NU + (AV/v,))  

for air and argon, and 
-- KW - ‘2 = 

for ammonia. The number of fringes, N ,  and the corresponding known tempera- 
ture difference, At, between the two boundary-layer thermocouple junctions was 
obtained directly from the interferograms. Hence C, or C, could be calculated. 
(Note thati in (B2) AV is related to  the measured temperature difference At by 
the virial relation (A 2).) The value of the interferometer constant (C, or C,) was 
in each case assumed to be invariant through the boundary layer. The temperature 
profile for air and argon could then be calculated from (48). For ammonia, how- 
ever, the specific volume distribution was first calculated from (49) and the corre- 
sponding temperature profile was found by an iteration technique from 
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The temperature gradient at the wall was calculated from the wall gradient 
Wlay of the measured fringe distribution. For air and argon the following ex- 

T.  Audunson and B. Gebhart 

at pression was nsed: 

For ammonia, however, the expression becomes more complicated, owing to the 
non-ideal behaviour of the gas. 

(B 5 )  
PA w +  ( A  Y/%)l[1 + (w/JB(%J)/P %)I 

where B'(T,) is the derivative of B(T) (the virial coefficient for ammonia) with 
respect to T evaluated a t  the wall. Equation (B 4) or (B 5 )  then allows the calcula- 
tion of the conductive heat flux at  the wall. 

Experimental results for the interferometer constant 
As was mentioned earlier, the relationship between fringe shift and temperature 
change was found experimentally to eliminate errors which would result from 
using nominal values for quantities like the width of the disturbed field and the 
index of refraction. The experimental repeatability of these measurements at 
each pressure was approximately & 1.5 yo for ammonia and 2 1.0 yo for air and 
argon. The hdings have been tabulated in table 5. 

The invariance of the tabulated results with E suggest that the effect of radia- 
tion upon the boundary-layer differential thermocouples is effectively cancelled. 
They were both located close to the foil surface, thus having approximately 
equal geometrical view factors to the foil. 

Finally, the non-ideal behaviour of the ammonia gas may be seen from the 
large deviation of the interferometer constant from the theoretical value, at  
pressures above 4-09 atm. 

Experimental value, normalized 
to 26.7 "C and 1 atm 

Pressure I A -, Weighted Theoretical 
Gas (atm) E,  = 0.8 E,  = 0.5 E, = 0.2 average value 

6.7 - 2.833 - 
6.06 2.822 2.843 2.944 
4.09 3.117 3.132 3.118 
3.09 3.283 3.268 3.281 
2.02 3.500 3.467 3.433 

NH, 

Air 7.7 - 4.333 
6.04 4.199 4.256 
4.03 4.372 4.389 
3.04 4.500 4.497 
2.02 4.574 - 

Argon 7.7 - 4.461 
6.09 - 4.483 
4.03 - 4.528 
3.11 - 4.639 

3.319 

4.362 

2.833 
2.863 
3.118 
3.276 
3.407 

4.333 
4-222 
4.379 
4.499 
4.574 

4.461) 

I 
4.483} 4.528 4.533 

4.639J 

TABLE 5. Theoretical and experimental values of the interferometer 
constant ([ART:/ WKp])  "C/fringe 
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FIGURE 15. Interferogram of boundary layer in ammonia gas, for e = 0.8, p = 2*02atm, 
At = 32.2 "C, To = 299.7 O K .  8, and 6, represent the equivalent edge of a non-radiative 
boundary layer as compared with the temperature data normalized with At, based on 
Qc 01 4 w .  
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